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1. DELIVERABLE 3.2 2. Silicon OPENCL
FPGA IMPLEMENTATIONS

® Seclect and study computationally demanding kernels of WP2 that can ® OpenCL can be used as a CAD tool to generate hardware accelerators

potentially be accelerated when mapped to a massively parallel ® Good match for FPGA technology:

® Fast hardware generation and architectural exploration using MC algorithm massively parallel

platform (GPUs, FPGAs). SOpenCL
pen - Independent multiple path traversal from multiple points

o Poc: . . . - | |

Design and implement appropriate tools or utilize third-party tools to o Common representation : one OpenCL program, multiple target ® Poor match for FPGA technology:

help with ing these kernels t h platfi 1 AD

elp with mapping these kernels to such platforms (compilers, ¢ plattorms (CPU, GPU, FPGA) —Double precision (DP) Trigonometric, Log, Additions, Multiplications

tools) functions for each walk

System Interconnect . . .
® Map the kernels to FPGAs and GPUs ® Generate Streaming 1 Bl ]I ) ) —DP arithmetic takes up a lot of area and is slow
. us Bridge
. | . | configurable Unit - T T
® Performance analysis and comparison wrt. to CPU implementation streaming — Dl i | R e +Use SOpenCL and Xilinx Vivado HLS (High Level Synthesis)
architectures using i tools to automatically generate MC hardware accelerators

n SS T Data_in
OpenCL =l L l - eMultiple accelerators with different performance vs. area
2. FPGA TECHNOLOGY b | pre P
Al L Cache Sout AGU characteristics can be generated very fast

® Discrete Data Path

*Field Programmable Gate Array (FPGA) 1s the best known example of 4t O unit L pata_lne l e l eBest approach is when one accelerator traverses all walks from as
Reconfigurable Logic ?n feam . uni Sf Sin Align Unit Sout Align Unit many points as possible
or separation 0
p Ts.inj Tsfnf TSllni L‘fni lsLItg oTarget clock 250 MHz

*Hardware can be modified post chip fabrication concerns

Sin0 Sinl Sin2 Sin3 Sout0 Memory Mapped Registers

(IR 2 % 2 B 211 V11t b
v

*Tailor the Hardware to the application .
® [nstruction

—Fixed logic processors (CPUs/GPUs) only modity their software (via clustering to reduce

programming) interconnect FPGA device
FPGAs can offer superior performance, performance/power, or overhead Eatﬁ‘ PCIE-e FPGA Endpoint
performance/cost compared to CPUs and GPUs. at v A
RIFFA Tx Engine RIFFA Rx Engine
o A t
dvantages 5. MONTE CARLO RANDOM WALKS
. Hardware tailored to application: potential for (near) optimal
performance for a given application - C P~ )
. Various forms of parallelisms can be exploited Boundaries T : ¢ ,,,,,,, #
® Disadvantages MC accel.1 ‘ MC accel. 2 ‘ MC accel. N ‘
- —Programmable mainly at the hardware level using Hardware

Description Languages (BUT, this can change)

. —Lower clock frequency (< 300 MHz) compared to CPUs (~ 3GHz)
and GPUs (~1.5 GHz)

Parameterizable Architecture in Number of Accelerators

Minimal I/O required : only 1nitial point coordinates.

7. RESULTS

® GPU speed-up 1s 35X

with respect to CPU Speed Up (Normalzed o (P
3. OPENCL PROGRAMMING MODEL ® All random walks from all points are independent. Each walk is ® FPGA speed-up is 1.7X i |
sequential withrespect to CPU . —
. . . ® Heavy-duty double precision arithmetic with non-constant number
® OpenCL (Open Computing Language) : A unified programming of iterations ® VC707 can fit 7 MC el |
model aims at letting a programmer write a portable program once accelerators which

® Compute-bound algorithm % m & om KW B A

and deploy 1t on any heterogeneous system with CPUs and GPUs. operate in parallel

® Became an important industry standard after release due to il ;{ o DP arithmet t
substantial industry support cvrd — oo > £ arend eced) x A AtTRmEte - C1eales TOPPoer{ it
rad = mm!_m;.:.fm m.l,.-.;uf.) % d: o very large  FPGA et
hilel 4xrad oo a - dxran _unt formf) | circuits which are SIOW .0
}H' 1lel - — % L0q| | < /1 , ,
| (d * d) radd e * (l (~15000 clock cycles
0 ' aucs) [
——— per walk).
: II= }5' — Muticore (U _ il
Processing — "0 Host o However,  FPGAs
\ IRERRS U H ; 6. MANYCORE IMPLEMENTATIONS 0 il iy o y A
\ﬂ H U _ H consume less power
//‘ o Ournlan i t o de base (e.¢. OpenCL) t | than both GPU and
| . ur plan 1s to use the same code base (e.g. Open o explore .
Compute Unit amplisLevice , , CPU (TDP: Thermal PoweEfeny et Pefonmanc
different architectures Des: .
esign Power) Normlzedto U
, ® OpenCL used for multicore CPU, GPU, FPGA (SOpenCL) e GPU |
® One host and one or more Compute Devices (CD) S are more power i) R i
. Each CD consists of one or more Compute Units (CU) ® Fast exploration based on area, performance and power e}fﬁ.dir.lt’h mai;lly due to e E—
: .. : : i their hi errormance )
- Each CU 1s further divided into one or more Processing Elements (PE) requirements S1P et W

OPENCL VECTOR ADD EXAMPLE MULTICORE CPU and GPU IMPLEMENTATIONS
: 8. CONCLUSIONS
® (OpenCL kernel describes the computation of a work-1tem (e.g. add ® Intel Core 17-4820K CPU clocked at 3.70GHz

two integer vectors) _ 8 threads. Each thread performs a random walk ® Massively parallel platforms such as GPUs and FPGA can offer
higher performance and power efficiency than conventional

® FEach thread executes an instantiation of the OpenCL kernel code ® GeForce GTX 680 GPU (Kepler architecture)
with different idx.

multicore CPUs for Monte Carlo algorithms
-~ Almost 2 Teraflops peak performance, 288 Watts power

® GPUs are higher performance but higher energy as well.

void add(int* a. —feemel vod vadd( dissipation
int* b ___global int* a, . .
’ gk . . . . o
it o) { _giol;ai e b; | _ N*768 threads (N is the number of points in the grid) CPU platforms can offload computationally expensive parts of the
R : . ___global int* ¢
for[(.zlt]ldx[(.);l ljl}szl[z.zoi(a), idxt+) int idx= get global id(0); COde tO GPUS/ FPGAS
c[1dx] = a[i1dx 1dx]; — — ’ . . . . . . .
: clidx] = afidx] + blidx]; ® Use polyhedral analysis to partition original computation in smaller
}

C code OpenCL kernel code chunks for execution in heterogeneous systems



