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Abstract We investigate the possibility that we effectively combine both conventional deterministic PDE solving methods and traditional probabilistic Monte Carlo approaches for solving linear Elliptic Partial Differential Equations. Our objective is to provide a robust and easy to use implementation that allows further experimentation on this new type of PDE solvers in order to elucidate their capabilities and computational characteristics. We first present the general formulation of the algorithm, then describe its implementation in C++ for a class of model problems in two and three space dimensions, we analyze its performance and we finally discuss possible extensions.

1 Introduction

The Monte Carlo method has the capability to provide approximate solutions to a variety of mathematical problems, not necessarily with probabilistic content or structure, by performing statistical sampling experiments. About a century has been passed since the discovery of methods which based on the Monte Carlo concept provide numerical approximations to Partial Differential Equation (PDE) problems. These methods generate random numbers and by observing certain of their characteristics and behaviour are capable of calculating approximations to the solutions. Specifically, it was [43] who first considered the raltionship between stohastic processes and parabolic differential equations followed by [14] who proposed numerical procedures for elliptic PDEs while [34] were the fist to dignify this stohastic approach with a name refering to the gambling facilities available at the Monte Carlo city and propose it as a generic term for numerical methods that use sampling of random numbers.
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Since then Monte Carlo methods have been commonly, and in fact heavily\(^1\), used and still are for many important problems, but not much for linear PDE-based applications. They are generally considered as methods of last resort ideally suitable only for problems either in high dimensions or very complex geometries [31]. It is interesting to point out that the Monte Carlo pioneer Mark Kac’s say “You use Monte Carlo methods until you understand the problem” several years ago describes accurately how most of us currently view Monte Carlo methods.

PDE problems have been related to Monte Carlo in several ways (see [27] for a recent survey). The famous Feynman-Kac formula for example, establishes an interesting link between PDEs and stochastic processes. Monte Carlo methods has been, and to a great extent still remains, the only computational choice for several non-linear problems while it has been recognized as a good choice for many other computationally difficult non-linear problems. In addition they seem to be a natural choice for any differential equation in which one or more of the terms is a stochastic process, thus resulting in a solution which is itself a stochastic process. This is clearly depicted by the plethora of very recent Monte Carlo based research efforts devoted to numerical solution of such equations commonly known as stochastic differential equations (see for example [45, 7] for time dependent problems and [9, 33, 45, 8, 55] for elliptic problems).

As already mentioned even fundamental linear PDEs are strongly related to stochasticity. For example, it is known that diffusion is in fact a form of brownian motion at microscopic scale. This provided enough motivation to the several attempts to develop and promote Monte Carlo based numerical solvers for time depended PDEs (e.g. [25, 13, 23, 19] and in particular [27]). Linear non-stochastic elliptic boundary value problems are also strongly connected to probability (regorous measure theory). For example, integrals with respect to certain measure have been recognized as solutions of certain parabolic or elliptic differential equations [14]. It is worth to mention that there are several recent research efforts concerning probabilistic interpretations of harmonicity and of fundamental elliptic PDEs using Brownian motion and stochastic calculus (see [42] and reference therein).

In this paper we restrict our investigation on the effectiveness of Monte Carlo methods for the numerical solution of linear elliptic PDEs and we concentrate on the Poisson equation. It has to be pointed out that although there has been, and currently exist, significant research activity on this subject, the proposed methods have not attracted so far the expected attention. Furthermore, one can find very few software components\(^2\) that are publically available and appropriate to support the experimentation which is much needed for elucidating the characteristics and idiosygrasism of the proposed methods and convincing both researchers and practitioners that can be effectively used for real-world problems (see for example [48]).

---

\(^1\) The U.S.A. Department of Energy claimed that Monte Carlo simulations have consistently consumed up to a half of their high-performance cycles since the beginning of its supercomputing facilities.

\(^2\) Searching, for example, with “Monte Carlo” as keyword in TOMS BibTeX bibliography results with just 10 items.
In this paper we restrict ourselves on rectangular multidomains in two and three dimensions and we consider the implementation of a computational framework that allows easy experimentation with hybrid methods consisting of a combination of mainly two steps:

Stochastic preprossesing A Monte Carlo-based walk on spheres approach is utilized to decouple the original PDE problem into a set of intepented PDE sub-problems.

Deterministic solving Any of the resulting sub-problems is numerical solved independently by means of selected finite element schemes.

It is our believe the proposed and implemented framework promotes an interesting new concept in solving PDEs and not only supports experimentation but it has the potential to become a practical tool too.

The rest of this paper is organized as follows. In section 2 we present a review of existing approaches for the numerical solution of linear elliptic PDEs using Monte Carlo based methods. We also present the mathematical background and the associated generic algorithm for our stochastic/deterministic solving framework and system and briefly comment on its characteristics. Implementation issues are addressed in section 3 which are coupled with instalation and usage details. A summary of the numerical experiments performed can be found in section 4. Our concluding remarks together with our vision for future enhasments and research prospects are given in section 5.

2 Mathematical Background

2.1 Monte Carlo methods for linear elliptic PDES

(we mention Courtant in the intro. is it?)

First was [39] which is based on the then classified work of [34].

They actually motivated people to build a special purpose machine [47] also [46] applications too

[53] deals with a Monte Carlo method for the numerical solution of the linear system that arices from the discretization of the Poisson equation on a 2-dimensional rectangular domain using the 5-point-star finite difference scheme with uniform discretization step.

What methods do exist late [39, 18] recent [54, 11, 15, 35, 36, 16] in particular those in the past decade [29, 32, 23, 20, 38, 37, 17, 40, 24, 12, 45, 50, 41, 51, 48, 53] This recent excellent work have so far received minimal attention from our scientific community (e.g. according to citations at scopus.)

(Check if [26, 45, 48] is for stochastic PDES of just plain PDEs CLASIFY [21, 52])

We should mention that (excluding just a few exceptions) most of the related work mentioned so far does not focus on the efficient implementation of Monte
Carlo solvers in general and on modern parallel computing systems in particular. It is plausible why the multicore available systems have not attracted Monte Carlo methods at least as much as expected.

2.2 Stochastic/deterministic elliptic PDE solvers

We consider the following elliptic boundary value problem

\[ Lu(x) = f(x) \quad x \in \mathcal{D} \subset \mathbb{R}^d, \]
\[ Bu(x) = g(x) \quad x \in \partial \mathcal{D}, \]

where \( L \) is an elliptic differential operator, \( B \) a boundary operator and \( d \in \mathbb{N} \). We assume that the regularity conditions for the closed domain \( \mathcal{D} \), the operators \( L \) and \( B \) and the given functions \( f(x) \) and \( g(x) \) are satisfied. These conditions guarantee the existence and uniqueness of the solution \( u(x) \) in \( C^2(\mathcal{D} \cap \partial \mathcal{D}) \) of problem (1)–(2).

We furthermore assume that the domain \( \mathcal{D} \) consists of (or can be split into) \( N_D \) subdomains, i.e.

\[ \mathcal{D} = \bigcup_{\mu=1}^{N_D} \mathcal{D}_{\mu} \]

and that \( L_\mu \) and \( f_\mu \) are the restrictions of \( L \) and \( f \) on \( \mathcal{D}_\mu \) while \( B_\mu \) and \( g_\mu \) are the restrictions of \( B \) and \( g \) on \( \partial \mathcal{D}_\mu \cap \partial \mathcal{D} \). We finally define the interface between the two subdomains \( \mathcal{D}_\mu \) and \( \mathcal{D}_\nu \) as

\[ \mathcal{I}_{\mu,\nu} = \partial \mathcal{D}_\mu \cap (\partial \mathcal{D}_\nu \cup \mathcal{D}_\nu) \subset \mathbb{R}^{d-1}, \quad \mu \neq \nu, \quad \mu, \nu = 1, \ldots, N_D. \]
Obviously we consider only those interfaces that $\mathcal{I}_{\mu, \nu} \neq \emptyset$.

**Data**: $i_1, i_2, \ldots, i_N$: the ids of the subdomains in which we wish to compute the solution.

**Result**: $\tilde{u}_{\mu}$, $\mu = i_1, \ldots, i_N$: computer approximations of the restrictions of the exact solution $u$ in the subdomains $\mathcal{D}_\mu$, $\mu = i_1, \ldots, i_N$.

// PHASE I: Estimate solution on the interfaces

\[
\text{while } \mathcal{I}_{\mu, \nu} \subset \bigcup_{j=1}^{N} \partial \mathcal{D}_{i_j} \text{ do}
\]

- Select control points $x_i \in \mathcal{I}_{\mu, \nu}$, $i = 1, 2, \ldots, M_{\mu, \nu}$;
- Estimate the solution $u$ at the control points $x_i$ using a Monte Carlo method;
- Calculate the interpolant $u_{\mu, \nu}^{I}$ of $u_{\mu, \nu}$ using the control points $x_i$;

end

// PHASE II: Estimate solution in the subdomains

\[
\text{for } j = 1, 2, \ldots, N \text{ do}
\]

- Solve the PDE problem:
  \[
  L_{i_j} u_{i_j}(x) = f_{i_j}(x) \quad x \in \mathcal{D}_{i_j} ;
  \]
  \[
  B_{i_j} u_{i_j}(x) = g_{i_j}(x) \quad x \in \partial \mathcal{D}_{i_j} \cap \partial \mathcal{D} ;
  \]
  \[
  L_{i_j} u_{i_j}(x) = h_{i_j}(x) \quad x \in \mathcal{D}_{i_j} ; \quad \text{// $h_{i_j}(x)$ constructed using the $u_{\mu, \nu}^{I}$s}
  \]

end

**Algorithm 1**: The Generic Algorithm.

It is important to point out that the above generic methodology becomes particularly attractive in several real-world configurations, for example when the restrictions of the elliptic operator $L$ is not the same in all subdomains, when there exist singularity points in some subdomains, when the PDE domain $\Omega$ is complex and can be simplified if decomposed in subdomains . . . In such cases it is very important that one selects the most appropriate local solver tailored to each particular subdomain and the restrictions of the operators and functions on it. Furthermore, the above scheme offers us the possibility of computing the solution only on selected subdomains that are of particular importance to us.

Finally we should note that PARALLEL and in particular on distributed heterogeneous systems. Besides the inherent to the Monte Carlo method parallelism the MCDD enjoys several other parallel processing characteristics. Nice ratio communication computation. Preliminary numerical data support our claims while a systematic experimental verification of the above mentioned advances of MCDD is under way and will be presented elsewhere.
2.3 Related Work

Model Carlo based stochastic-deterministic hybrid methods are not new in general. Original idea maybe in [39] IS IT SO?. For non-stochastic linear PDEs though, it was only very recently that such methods have been proposed. To the best of our knowledge the idea first appeared at [21, 1] and furthermore considered in [1, 2, 3, 5, 6, 4]Elements of the above discribed algorithm have been considered previously. Specifically, ... Similar to us A Hybrid Stohastic/Deterministic Method See PDE model (and beyond) from lecture slides of Mascari

\[ Lu \equiv -u''(x) = f(x), \quad x \in \Omega \equiv [a,b] \]  

with \( a, b, \gamma \in R \), subject to folowing generic boundary conditions

\[ Bu(x) = g(x), \quad x \in \partial \Omega \equiv [a,b] \]  

which, for simplicity in the presentation of the method are taken to be Dirichlet.

We assume that the regularity conditions for the closed domain and the given functions \( b(x), c(x) 0, (x) \) and \( (x) \) are satisfied. These conditions guarantee the existence and uniqueness of the solution \( u(x) \) in \( C^2 () C() \) of problem (1).

Assume that \( \Omega \) is decomposed into the \( p \) non-overlapping subdomains \( \Omega_i \equiv [x_{i-1},x_i], i = 1, \ldots, p \) with \( x_0 = a, x_p = b \) and \( x_{i-1} < x_i \in \Omega \) for \( i = 1, \ldots, p - 1 \). We denote the size of a subdomain \( \Omega_i \) by \( \ell_i = x_i - x_{i-1} \) and the restrictions of \( L, f \) and \( \gamma \) in \( \Omega_i \) by \( L_i, f_i, \gamma_i \), respectively. We further assume that \( \gamma(x) = \gamma_i \) for \( x \in \Omega_i \), \( i = 1, \ldots, p \), where the \( \gamma_i \)’s are real constants.

Our implementation can solve Poisson’s equation with Dirichlet boundary conditions. ([note: The following sentence is wrong - it’s there just to be under consideration] What restricts this method of solving other problems too, is the need for the Green’s function that suits the problem.)

It supports an arbitrary number of threads. For the multithreading we use the pthreads library (note: the program’s form allow for easy migration to MPI).

Moreover, the domains that are supported are 2D and 3D hyperrectanges. Those can be decomposed to an arbitrary M x N grid of smaller subdomains (hyperrectangles).

Roughly, we accomplish probabilistic domain decomposition as follows:

- compute solution at interface points using the Monte Carlo method described in [15] (we implement it ourselves – this part can be easily detached in order to be used in another application), we estimate local solutions along the boundaries of the new subdomains,
- provide solution on interfaces we interpolate the estimated local solutions (we use Sintef’s Multilevel B-spline (MBA) [28] library for the 3D and Burkardt’s splines library for the 2D), and thus we form the boundaries of the new subdomains,
- compute local solutions now that the boundaries of the subdomains are known, we solve the problem for each subdomain using a deterministic method (specifically ?finite elements?/?conjugate gradient?) (we use the deal.II library).
3 Implementation and Usage

The above described algorithm has been implemented utilizing three different technological frameworks.

1. Basic Implementation at https://github.com/mvavalis/Hybrid-numerical-PDE-solvers,
2. CPU/GPU implementation and
3. Web services implementation.

We note that the basic implementation may be combined with either the CPU/GPU or with the web services or a combination of them. In the rest of this section and for the simplicity in the presentation, we discribe each implementation separately.

3.1 Basic implementation

We use quasi only once for parallelism but see [30] This invited review of parallel quasi-Monte Carlo methods provides an overview of the subject and some new results for single eigenvalue computations.

external libraries include ????? licence

The problem (i.e. the right hand side of the Poisson’s equation and the boundary functions) is specified in file Problem.h. [note: mention test_u() also (more in the comments in main.cpp)]

main() creates a Pdd object, and calls Pdd::pdd() which takes care of the whole process.

Pdd::pdd() goes through the following steps:

1. it sets the coordinates of the nodes,
2. it creates a MCDriver object and calls MCDriver::monte_carlo(), which gets the coordinates of the nodes as input, and outputs the estimation for each node,
3. if we are solving a 3D problem, it creates an Inter3DDriver object and calls Inter3DDriver::interpolation(), which gets the coordinates of the nodes and their respective estimations as input, and outputs the new boundaries (2D planes); else it skips this step (when solving the 2D problem, interpolation is set to use directly through the finite element solver),
4. lastly, it creates a LaplaceDriver object and calls LaplaceDriver::laplace_driver(), in order to solve the problem in each subdomain and output the results.

MCDriver::monte\_carlo() creates one job for each node and hands the jobs to the available threads. It returns when all threads are finished. The estimation for each node is computed by MCDriver::solve() which uses the method of [[15]. (described at the next section). Inter3DDriver::interpolation() creates one job for each node and hands the jobs to the available threads. It returns when all threads are finished. Each thread creates an MBA object and calls
MBA::mba.MBAalg() for the 2D interpolation. Sintef’s Multilevel B-splines Library (MBA\(^4\)) library is used. In particular we [28].

LaplaceDriver::laplace\_driver() creates one job (corresponding to a certain subdomain) for each node and hands the jobs to the available threads. It returns when all threads are finished. The solution for each subdomain is computed by LaplaceSolve::run().

The numerical solution of the partial differential equations in each subdomain defined is computed by LaplaceSolve::run() which properly utilizes the state of the art C++ program library deal.II\(^5\). This recently developed and already widely used library [10] offers adaptive finite element solvers of high quality for the numerical solution of partial differential equations. Specifically the class LaplaceSolve is based on class LaplaceProblem, implemented in the 4th step of the tutorial, in the documentation of library’s version 6.1.0. [note: more on this later]

The walk-on-spheres algorithm and our implementation (MCDriver::solve()):

MCDriver::solve() is based on the walk-on-spheres method of [15] They describe the algorithm (one walk) as follows (say, we want to estimate \(u(x_0)\)):

[additional definitions: \(s\) is the current solution estimation; \(B(x)\) is the largest ball in the domain centered at point \(x\); \(q(y)\) is the right hand side of the problem; \(a(d)\) is a function associated with Green’s function for the problem, which takes as input the radius of the \(B(x)\) step i: assign \(x_0\) to \(x\); assign 0 to \(s\); step ii: if \(x\) is close enough to the boundary, go to step v; step iii: find randomly a point \(y\) inside \(B(x)\), with respect to the density of \(B(x)\) (more on this later); assign to \(s\), the sum of the previous value of \(s\), plus the product of \(q(y)\) multiplied by \(a(d)\); step iv: find randomly a point on the surface of \(B(x)\), assign this point to \(x\); go to step ii; step v: return \(s\). This process is repeated many times, and the mean of the estimations at the end of each process is used as the final estimation.

MCDriver::solve() takes as input the coordinates of the node (argument \(x\), which is a vector of 2 or 3 dimensions) and the number of walks to do (argument nof\_walks); and outputs the estimation of the value of the function which we want to find at point \(x\). Note that the first step in each walk is accomplished using a quasi-random sequence; [conjecture] the first step determines considerably more than the rest of the steps, the region where the walk takes place; therefore, using a quasi-random sequence for the first step helps a lot to make a more uniform sampling, which in turn results in faster convergence [fysika 8a mporou na einai ola quasi, alla auto einai zoriko...]. The code describing its function follows:

**Listing 1 Test**

```cpp
double MCDriver<1DIMS>::solve(int nof\_walks, const double *x)
{
    double msol\_est = .0; //mean of computed solutions
    for (i=0; i<nof\_walks; i++) {
        double sol\_est = .0; //current computed solution
        if ((d = calc\_sphere\_rad(x)) > btol) {
            quasi\_update\_y(x, y, d);
        }
    }
}
```

\(^4\) http://www.sintef.no/upload/IKT/9011/geometri/MBA/mba-1.1.tgz

\(^5\) http://www.dealii.org/
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\[
\text{sol}\_\text{est} += a(d)\ast \text{Prob.} \cdot q(y); \\
\text{quasi}\_\text{update}\_x(x, d); \\
\]

\[
\text{while } ((d = \text{calc}\_\text{sphere}\_\text{rad}(x)) > \text{btol}) \{ \\
\text{rand}\_\text{update}\_y(x, y, d); \\
\text{sol}\_\text{est} += a(d)\ast \text{Prob.} \cdot q(y); \\
\text{rand}\_\text{update}\_x(x, d); \\
\}
\]

\[
\text{sol}\_\text{est} += \text{Prob.} \cdot f(x); \\
\text{msol}\_\text{est} += \text{sol}\_\text{est} / \text{nof}\_\text{walks}; \\
\]

\[
\text{return } \text{msol}\_\text{est};
\]

Additional variables and functions used: \(d\): the radius of the current ball (calculated by \text{calc}\_\text{sphere}\_\text{rad}(x), which receives as input the center of the ball \(x\)) \text{btol}: the boundary tolerance \text{Prob.} \cdot f(x): the values on the boundary \text{Prob.} \cdot q(y): the right hand side of the problem \text{rand}\_\text{update}\_y(x, y, d): find randomly a point inside \(B(x)\), with respect to the density of \(B(x)\) \text{rand}\_\text{update}\_x(x, d): find randomly a point on the surface of \(B(x)\) \text{quasi}\_\text{update}\_y(x, y, d): same as \text{rand}\_\text{update}\_y(x, y, d), however, using a quasi-random sequence \text{quasi}\_\text{update}\_x(x, d): same as \text{rand}\_\text{update}\_x(x, d), however, using a quasi-random sequence \(a(d)\): a function associated with Green’s function (as described in [15])

More on how we find randomly a point inside \(B(x)\), with respect to the density of \(B(x)\) \(\text{rand}\_\text{update}\_y(x, y, d))\): [for the two dimensional case]

To calculate the new \(y\) we need to calculate a new radius and angle of the vector to add at the vector corresponding to the point \(x\).

The probability density function (PDF) of the radius and the angle is: \(\rho(r, \theta) = \frac{2r}{\pi d^2} \ln \frac{d}{r}\), and because it is independent of the angle, we can choose an angle uniformly. Now we have to find a new PDF (let’s say \(\rho(r)\)) for the radius: \(\rho(r) = \int_0^{2\pi} \rho(r, \theta) d\theta \Rightarrow \frac{2\pi \rho(r, \theta)}{\frac{2\pi}{d^2} \ln \frac{d}{r}} = \frac{4\pi r}{d^2} \ln \frac{d}{r}

We can choose a radius using the quantile function of \(\rho(r)\) (i.e. the inverse of its cumulative distribution function). However, we cannot compute the quantile function analytically, therefore we use the rejection method [44].

[ MATLAB script (to see the \(\rho(r)\)): \(d = 1; r = 0 : .001 : d; y = (4/d^2) \ast (r \ast \log(d) - r \ast \log(r)); plot(r,y); \] The bell like form of \(\rho(r)\) means that the rejection method is going to be efficient.

\[ f(x) = \max(PDF') \] (this makes the implementation even simpler (and faster)): \((d/\text{dx})(PDF') = \left(4/d^2\right) \ast \left(\ln r - \ln 1\right) = 0 \Rightarrow \ln r = \ln d - \ln e \Rightarrow r = d/e, \text{ that is } f(x) = \max(PDF') = \max(2 \ast pi \ast \rho(r, \theta)) = 2 \ast pi \ast \rho(d/e, \theta) = 4/(e \ast d)\]
What we gonna do: 1) choose uniformly a random $x_1$ in $(0, d)$, and a random $x_2$ in $(0, 4/(\varepsilon d))$ 2) check if $(x_1, x_2)$ is below the PDF' curve, that is if $2 \pi \rho(x_1, \theta) < x_2$. If it is, we found our radius $x_1$, else go to step 1.

3.2 Parallel implementation on Central Processing Units (CPUs) and Graphics Processing Units (GPUs)

OpenCL (Open Computing Language) presents a framework for developing programs which execute across heterogeneous platforms consisting of CPUs, GPUs, and other processors. OpenCL 1.0 out late 2008 Vision: write one portable application and execute in any processor or collection of processors. Strong industry support and drivers out for NVIDIA, Intel, AMD/ATI, IBM (Cell) chipsets etc. CUDA? Since 2013, OpenCL is supported by ARM, Altera, Intel etc. and became an industry standard. CUDA only for NVIDIA but it is simpler to implement.

3.3 Web Implementation through web services

4 Numerical Experiments

4.1 2-dimensional Experiments

We start by considering the rectangular domain $\Omega \equiv [-1,1] \times [-1,1]$ and the Poisson equation

$$\frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} = (1 - \pi^2) (\sin(\pi x) \sinh(y) + 4 \cosh(2x) \cos(2\pi y)), \forall (x,y) \in \Omega, \quad (7)$$

subject to the following Dirichlet boundary conditions

$$u(\pm 1, y) = \cosh(\pm 2) \cos(2\pi y)$$
$$u(x, \pm 1) = \sin(\pi x) \sinh(\pm 1) + \cosh(2x), \forall (x,y) \in \partial \Omega. \quad (8)$$

The exact solution of the above problem is given by

$$u(x,y) = \sin(\pi x) \sinh(y) + \cosh(2x) \cos(2\pi y). \quad (9)$$

and as depicted in figure 1 has rather strong variations along both axis allowing us to qualitative examine the effectiveness of our system. For this, we decompose the PDE domain $\Omega$ into the eight non-overlapping subdomains defined by interface lines drawn at $x_1 = 0$ and $y_1 = -0.5$, $y_2 = 0$ and $y_3 = 0.75$, we solve the PDE subproblems defined by subdomains $\Omega_{1,0}$, $\Omega_{0,1}$ and $\Omega_{2,1}$ and we plot their computed solutions...
We consider a slightly modified the PDE problem considered in the previous section as follows. 

\[
\frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} + \frac{\partial^2 u}{\partial z^2} = x + y + z \quad \forall (x,y) \in \Omega \equiv [-1,1]^3,
\]

subject to the Dirichlet boundary conditions 

\[
u(x,y,z) = g(x,y,z) \quad \forall (x,y) \in \partial \Omega,
\]

where the right hand side function \( g \) is selected so that the exact solution of the above problem (10)–(11) is given by the equation 

\[
u(x,y) = \exp(\sqrt{2}\pi x) \sin(\pi(y+z)) + \frac{1}{6} (x^3 + y^3 + z^3).
\]

and depicted in figure 2.

In a similar to the 2-dimensional case we decompose the domain \( \Omega \) into 16 non-overlapping subdomains defined by the interface planes \( x_1 = 0 \) and \( y_1 = -0.5 \), \( y_2 = 0 \), \( y_3 = 0.75 \) and \( z_1 = -0.2 \).
Fig. 2 True solution of the PDE problem defined by (10)–(11).

5 Conclusions and Prospects

Our objective is to increase our intuition about the proposed algorithm rather than to attempt to prove new results or even provide a computational tool for real world problems.

extended to more general operators [54] possibly with singularities [20] operators of higher order [22, 12] deal with Neumann or mixed boundary conditions [49, 50, 51] non-rectangular domains [?] and virtually to any problem with known Green’s function. to time depended problems [13, 48, 19]

Furthermore, the implementation of high performance Monte Carlo solvers on modern architectures and emerging computational platforms (e.g. many-core systems, GPUs and streaming computing.

Above all our study is based on a new line of reasoning that provides new intuition about the dynamics of Monte Carlo simulations.

Monolithic and such
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