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Talk Overview 
 
  Development of a parallel algorithm for the  
    Discontinuous Hermite Collocation method on         
    Parallel Architectures with accelerators  
  Parallel implementation on  computing  
    architectures  with GPUs 
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                            Semi-Implicit Discontinuous Hermite Collocation Method 
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Preconditioned BiCGSTAB  Method… 

 
 

 
  

 

 
 

 A  ~   M  =  ilu(A)  
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Eigenvalue  Distribution … 

Matrix   Ab 
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Eigenvalue  Distribution … 

Matrix   A 
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Eigenvalue  Distribution … 

Matrix   A0 
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Parallel BiCGSTAB 
  

    All basic linear algebra operations are performed  
     on the GPU 
 
 
   The preconditioning procedure M z = t  with M=LU  
     is performed on the CPU  
 

        Step 1 :    GPU  sends to CPU  vector t 
     Step 2 :    CPU solution of  L y = t 
        Step 3 :    CPU solution of  U z = y 
        Step 4 :    CPU  sends to GPU  vector z  
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The  test problem … 
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HP SL390s 

6 core Xeon@2.8GHz 
24GB memory 
Oracle Linux 6.3  x64 
PGI 14.5  Cuda Fortran 
Cuda toolkit 6.0 
PCI-e gen2  x16 

HP SL390s – Tesla M2070 GPUs 

+    
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     MatLab  R2012b 
 
     PGI 14.5  Cuda Fortran 
      Cuda  toolkit 6.0 – cuBLAS - cuSRARSE 
      for GPU operations  
      SparseKit for CPU operations 

Development tools … 
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Development tools … 
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 Realization on HP SL390s Tesla GPU machine 
Time measurements 

 
 
 

 

Finite Elements : 400  
 
Unknowns : 1.600 
 
Dofs : 6.400 



TECHNICAL UNIVERSITY OF CRETE 
APPLIED MATHEMATICS AND COMPUTERS LABORATORY 

 Realization on HP SL390s Tesla GPU machine 
Time measurements 

 
 
 

 

Finite Elements : 1.600  
 
Unknowns : 6.400 
 
Dofs : 25.600 
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 Realization on HP SL390s Tesla GPU machine 
Time measurements 

 
 
 

 

Finite Elements : 6.400  
 
Unknowns : 25.600 
 
Dofs : 102.400 
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 Realization on HP SL390s Tesla GPU machine 
Time measurements 

 
 
 

 

Finite Elements : 25.600  
 
Unknowns : 102.400 
 
Dofs : 409.600 
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 Realization on HP SL390s Tesla GPU machine 
Time measurements 

 
 
 

 

Finite Elements : 25.600  
Unknowns : 102.400 
Dofs : 409.600 
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 Realization on HP SL390s Tesla GPU machine 
Time measurements 

 
 
 

 

Finite Elements : 25.600  
 
Unknowns : 102.400 
 
Dofs : 409.600 

63,5 
14,7 

10,9 
4,9 4,9 1 

matrix*vector - 5008
times
nrm2 - 9544 times

axpy - 13450 times

dot - 9072 times

copy - 9466 times

scal - 236 times



Conclusions 

• A new parallel algorithm implementing the 
Discontinuous Hermite Collocation method has been 
developed. 

• The algorithm is realized on machines with GPU 
accelerators .  

• A performance acceleration of up to 50% is observed 
for fine discretizations over MatLab multithread 
implementations. 
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Future work 
 
 

• Design an efficient parallel algorithm for 
machines with  multiple GPUs using cuBLAS-XT. 
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